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DECI SI ON ON APPEAL
This is an appeal fromthe final rejection of clains 1-5,
all of the pending clains, under the first and second

paragraphs of 35 U.S.C. § 112 and under 8§ 103. W reverse.

A.  The invention

The invention at issue is described by appellants as an
I nprovenent in reference pattern generators using the hidden
Mar kov nmodel (HWM and nore particularly as an inprovenment in

Rabi ner - Levi nson-type speech recognition systens (Brief at 3).

By way of background, appellant's brief describes HW5s
having a di screte nunber of states N and a discrete nunber of
synbols M (Brief at 9). A particular HW is defined by:

(1) A the state transition probability distribution {a;}
whi ch defines the probability that the next state would be j,
given that the current state is i;

(2) B, the occurrence probability distribution {b;(k)}
whi ch defines the probability of observing (k) given that the

state is j; and
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(3) C, which defines that the probability that the
sequence of events will begin at state i (Brief at 10).

Page 7 of the brief shows that the state transition
probability distribution A can be represented as a nmatrix of
di screte probability values. As wll| appear, it was known in
the art to represent the occurrence probability distribution B
as either (1) a set of discrete probability val ues obtai ned
fromquantized feature vectors or (2) as a continuous
probability function derived fromnon-quantized feature
vectors. The 8 103 question before us is whether it would
have been obvious to represent the occurrence probability
di stribution as an approxi mate conti nuous probability function
Bc derived froma set of discrete probability values B

obt ai ned from quanti zed feature vectors.?

2 The Answer was acconpani ed by a copy of Rabiner &
Juang, "An Introduction to H dden Markov Models," | EEE ASSP
Magazi ne, January 1986, pp. 12-15, which the exam ner cites as
"teach[ing] that it was obvious to extend any discrete nodel
by substituting [sic, replacing] discrete probability
functions with continuous density functions"” (Answer at 5).
This publication will not be considered, because it is not
nmentioned in the statenent of the 8 103 rejection and was
cited for the first tinme in the answer. See Ex parte Myvva,

(conti nued. . .)
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2(...continued)
31 USPQ2d 1027, 1028 n.1 (Bd. Pat. App. & Int. 1993):
The exam ner has cited and relied
upon four new references in the
Exam ner's Answer but did not nmeke a
new ground of rejection. As set forth
in ln re Hoch, 57 CCPA 1292, 428 F.2d
1341, 166 USPQ 406 (1970), "[When a
reference is relied on to support a
rejection, whether or not in a 'mnor
capacity,' there would appear to be no
excuse for not positively including
the reference in the statenent of
rejection.” The failure of the
exam ner to do so here appears to be
for the purpose of avoiding a new
ground of rejection. Since a new
ground of rejection was not nade,
appel l ants were not entitled as a
matter of right to respond to this new
evi dence of obvi ousness by way of
amendnent and/or evidence. Rather,
appellants were limted to presenting
argunment by way of a Reply Brief. The
procedural disadvantage in which
appel l ants were placed by the
exam ner's action is apparent.
Accordi ngly, we have not consi dered
the four references in determ ning the
correctness of the rejection before
us in this appeal. |If in further
prosecution of this subject natter
t he exam ner continues to find these
references to be rel evant evidence of
obvi ousness (see n. 6, infra), a
proper rejection should be nade.

(conti nued. ..)
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The prior art Rabi ner-Levinson speech recognition system
descri bed at pages 2 and 3 of appellants' specification
(" Rabi ner-Levi nson systenit), enploys an occurrence probability
distribution B that is a set of discrete probability val ues
obtai ned from quanti zed feature vectors. As is apparent from
the drawing identified as Appendix D to the brief (wherein the
ref erence nunbers have the suffix "A"), the Rabiner-Levinson
system uses nmany of the sanme conmponents as appellants
i nvention, shown in appellants' Figure 1. Both systens have a
feature anal yzer 10, 10A for analyzing an input speech pattern
to produce a tine sequence of vectors V. Wen the invention
is in the training node, the node selection switch (13;

unnunbered in App. D) applies these vectors to a converting

2(...continued)
Accord, In re Raske, 28 USPQ2d 1304, 1304-05 (Bd. Pat. App. &
Int. 1993); Ex parte Hiyam zu, 10 USPQ2d 1393, 1394 (Bd. Pat.
App. & Int. 1988). See also MPEP § 706.02(j) (6th ed., rev 3,
July 1997)) ("Wiere a reference is relied on to support a
rejection, whether or not in a mnor capacity, that reference
shoul d be positively included in the statenent of the
rejection. See In re Hoch, 428 F.2d 1341, 166 USPQ 406, [407]
n.3 (CCPA 1970).").
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circuit (15, 15A) which, using code vectors (R) stored in a
code vector table (14, 14A) converts the tine sequence of
feature vectors into a tinme sequence of feature codes (C, Ck),
a process referred to by appellants as "quantization of the
feature codes into feature codes" (Brief at 13). As noted by
appel l ants, the advantages and di sadvantages of this

quanti zati on technique are described as follows in Juang et
al . (Juang) Patent No. 4,783, 804:

The recognition schenme disclosed in U S. patent
application Ser. No. 434,516, filed Sept. 2, 1982
[ now Patent No. 4,587,670], discloses an arrangenent
that utilizes vector quantization to generate Markov
nodel out put synbol probability signals b(Q). Wiile
vector quantization techniques permt the use of
permanent|ly stored probability tables, the resulting
nodel probabilities are only an approximation to the
actual |ikelihood. The graph of FIG 2 illustrates
the effect of the vector quantized approxi mation.

In FIG 2, curve 201 represents the actua
i kelihood b(Q) as a function of acoustic features,
and the vertical lines correspond to the discrete
probability values of the discrete vector quantized
features. An input acoustic feature derived froma
speech pattern is first quantized to the nearest
prototype feature and the probability of the
prototype feature is selected as b(Q). It is
readi |y apparent that an input feature at x, on the
feature axis corresponds to a probability y, from
curve 201 but that the probability for the nearest
prototype vector 205 is y,. The difference between
y, and y, is the error due to quantization and the

-6-
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error affects the accuracy of speech pattern
recognition. [Col. 5, lines 11-32.]

According to appellants, Juang avoids errors relating to
di screte representations by replacing the code vector table
and converting circuit of the Rabiner-Levinson systemwth a
functi on generator which generates sets of continuous
probability density functions (Brief at 13-14). Because the
8 103 rejection is not based on Juang, we need not determ ne
whet her this is an accurate characterization of Juang's
I nventi on.

Appel l ants' invention, in contrast, does not discard the
code vector table (14, 14A) and converting circuit (15, 15A)
of the Rabiner-Levinson system Instead, it adds a function
generator 17 which generates an approxi mate conti nuous
occurrence probability function Bc derived fromthe set of
di screte probability values B generated by the first pattern
formng circuit (16, 16A). This function can take the form of
either a Gaussian probability density function or a Poisson
probability density function (Spec. at 11, line 27 to p. 12,

line 6). The approximate conti nuous occurrence probability
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function Bc and the corresponding state transition probability
di stribution B are conbined in second pattern formng circuit
18 to forma pattern P, which is stored in circuit 18 (Spec.

at 13, lines 1-10).

According to appellants, the converting circuit 15 and code
vector table 14 permt the first pattern formng circuit 16 to
rapidly generate the state transition probability distribution
A and the feature code occurrence probability distribution B
of the HW (Brief at 3), while the approxi mate conti nuous
occurrence probability density function Bc gives a better
approxi mation of the actual probability than would probability
distribution B (Brief at 4).

B. The clains

Claim1, which is representative, reads as follows:

1. A reference pattern generating device including:

a feature anal yzer, responsive to a speech signa
representative of an input pattern, for producing a tine
sequence of feature vectors representative of said input
pattern; a table storing a plurality of code vectors of known
vocabul ary and a plurality of feature codes respectively
corresponding to said plurality of code vectors; converting
nmeans, connected to said feature anal yzer and said table, for

converting a plurality of tinme sequences of feature vectors to
a plurality of tinme sequence of feature codes with reference

- 8-
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to said table, said plurality of tinme sequences of feature
vectors being produced in response to a plurality of speech
signals; and first formng neans for formng, in response to
said plurality of time sequences of feature codes, a state
transition probability in a state transition network and a
probability distribution of occurrence of the feature codes in
each state in said state transition network;

wherei n the inprovenent conprises:

functi on generating neans, connected to said table and
said first form ng neans, for generating an approxi nate
conti nuous probability density function said approxi mate
conti nuous probability density function approxi mating said
probability distribution of occurrence of the feature codes in
each state in said state transition network, said code vectors
bei ng used as paraneters in said approxi nate continuous
probability density functions; and

second form ng neans, connected to said first formng
nmeans and said function generating neans, for formng as a
reference pattern for said plurality of speech signals a
conbi nation of said state transition probability distribution
and sai d approxi mate continuous probability density function.

Appel lants treat clains 3-5 as standing or falling wth
claim1l and argues claim?2 separately (Brief at 15).
C. The references

The references relied on the 8 103 rejections are:

Baker 4,803, 7293 Feb. 7, 1989

8 See Paper No. 31, at 6. The Answer erroneously
(continued. . .)
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(filed Apr. 3, 1987)

Kuroda et al. (Kuroda) 4,829, 577 May 9, 1989
(filed Mar. 12, 1987)

Webster's Ninth New Col | egiate Dictionary (1986 ed.), p. 806.
(Webster).

D. The grounds of rejection

Paper No. 31, the Ofice action that i medi ately precedes
and is incorporated by reference into the final Ofice action
(Paper No. 34), states (at 6 and 8-10) that the clains are
rejected on the foll ow ng grounds:

Clains 1-5 stand rejected under the first paragraph of §
112 for being based on a specification that "fail[s] to
provi de an adequate witten description of the invention and
failing to present the best node."

Clainms 1-5 al so stand rejected under the second paragraph
of 8§ 112 for being indefinite.

Clains 1 and 3-5 further stand rejected under 8 103 for

obvi ousness over Kuroda in view of Baker.

3(...continued)
identifies Baker et al. Patent No. 4,805,219 as the Baker
reference relied on in the 8 103 rejection.

-10-
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Claim2 further stands rejected under 8 103 for
obvi ousness over Kuroda in view of Baker and Webster.
E. The nmerits of the § 112, first paragraph, rejection

Al t hough the statement of the 8§ 112, first paragraph
rejection asserts that the clains fail to satisfy the witten
description and best node requirenments, the exam ner's
argunents inplicate only the enabl enent requirenent.

The exam ner contention that "[t]he approxi mate
conti nuous probability density function Bc is not defined in
the specification” (Answer at 7, lines 20-21) is unpersuasive,
because the exam ner has not explained why the formnul as given
at page 12 fail to adequately explain howto obtain the
Gaussi an probability density function.

The exam ner al so chal l enges the sufficiency of the
di scl osure of the second pattern formng circuit 18, which the
specification as filed described as foll ows:

The second pattern formng circuit 18 receives

the state transition probability distribution A from

the first pattern formng circuit 16 and the

approxi mate conti nuous [feature code] probability

density function Bc fromthe function generator 17
and conbines themto forma second pattern. The

-11-
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second pattern circuit nenorizes the second pattern
as the reference pattern.
Ref erence patterns are generated and nenori zed

for different training speeches in the simlar

manner as descri bed above. [Spec. at 13, lines 1-

10.]
The exam ner contends that

The specification . . . fails to indicate what type

of apparatus block 18 is or what particular function

it perforns. The argunents vaguely indicate that

the apparatus of the "second pattern formng circuit

18" is capable of "joining or associating"” data.

This is contrary to the function of pattern

formng." [Answer at 6-7.]
The exam ner appears to believe that because the first pattern
formng circuit 16 perfornms Baum Wel ch cal cul ati ons and thus
s not just a nenory device, the sanme nust hold for the second
pattern formng circuit 18. W do not agree that the use of
the term"pattern formng circuit" to refer to two different
claimed elenents inplies that the el enents enploy simlar
structures or performsimlar functions. Nor do we agree that
the term"pattern form ng" necessarily inplies that the second
pattern formng circuit nore be doing nore than sinply storing

a conmbination of the state transition probability distribution

and the approxi mate conti nuous probability density function as

-12-
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a reference pattern for later conparison to an unknown
I ncom ng speech signal in identifier 12 (Spec. at 13, lines
11-27).

For the foregoing reasons, we cannot sustain the 8§ 112,
first paragraph, rejection of clains 1-5 for nonenabl enent.
F. The nerits of the 8 112, second paragraph, rejection

The exam ner makes separate indefiniteness argunents with
respect to clains 1, 3 and 5. Caiml is said to be
i ndefinite because "[i]t is unclear how the 'second form ng

nmeans' and the 'first form ng nmeans' operate to produce 'a
reference pattern.”

This argunment, which appears to assert nonenabl enent rat her
than indefiniteness, is unconvincing for the reasons given
above.

Clains 3 and 5 are all egedly uncl ear because

both indicate that the "identifying nmeans” is

connected to the "second form ng neans." However,
the "second form ng neans” is contained in the
"reference pattern generating neans.” The "node

sel ection switch neans" sel ects between the

"trai ning node" and "recognition node" which are
separately perforned by the "reference pattern
generating nmeans” and the "identifying nmeans,"
respectively. Therefore, the "identifying neans”

-13-
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wi |l be inoperative because the "second forn ng

means” will not operate when the "identifying nmeans"

("recognition node") is selected by the swtch.

[ Answer at 8.]
As appellant correctly notes (Brief at 26), it is clear from
the specification that node selection switch 13 does not
control the power to reference pattern generator 11 and thus
to second pattern formng circuit 18, as the exam ner appears
to believe. Instead, when set for operation in the training
node, the selection switch connects the feature vectors from
feature analyzer 10 to the input of reference pattern
generator 11, which generates reference patterns and stores
themin second pattern formng circuit 18 (Spec. at 8, line 7
to p. 13, line 10). Wen set for operation in the identifying
node, the selection swtch connects the output of feature
vectors fromfeature analyzer 10 to identifier 12 for analysis
using the patterns stored in second pattern formng circuit 18
(Spec. at 13, lines 11-27).

Finally, the exam ner contends (Answer at 9) that claimb5

is indefinite because the recitation "wherein said approxi mate

conti nuous probability density function is only cal cul at ed

-14-
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while in the training node" is redundant in view of the fact
that the recited function generating neans, which nakes this
calculation, is part of the reference pattern generating
nmeans. Appellant argues (Brief at 26) that the "wherein”
clause "only clarifies that the density function is being
cal culated while the systemis in the training node. It does
not meke the claimindefinite or anbiguous.” W agree.

For the foregoing reasons, the rejection of clains 1-5

under 8 112, second paragraph, is reversed.

-15-
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G The nmerits of the § 103 rejection of
claims 1 and 3-5 over Kuroda in view of Baker

The exam ner reads the first three elenents of claim1l

onto Kuroda's HWM speech recognition system as foll ows:

daim Kur oda
"feature analyzer" ........ feature extraction circuit 4
"table" ... ... L paraneter table 11
"converting neans" ........ | abeling circuit 5

W agree with appellants (Brief at 29) that the
exam ner's reliance on Kuroda's paraneter table as the clained
table is incorrect. It appears to us, and appellants do not
deny, that this limtation corresponds instead to Kuroda's
| abel prototype dictionary 6, fromwhich |abeling block 5
selects the prototype that is closest to the feature extracted
by feature extractor 4 (col. 3, lines 27-50).

Next, the exami ner reads the clained first form ng neans
for formng the state transition probability (A) and the
probability distribution (B) of occurrence of the feature
codes onto Kuroda's training block 8 and adaptation bl ock 9.

Appel I ants concede (Brief at 31 & n.17) that Kuroda's training

-16-
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bl ock 8 generates probability distributions A and B, which
Kuroda represents as paraneter P(i,j,k). These discrete

par anet er val ues, which are stored in paraneter table 11 in
the manner shown in Figure 6, represent the probability that a
transition fromthe state i to the state | occurs in a Mrkov
nodel and that a | abel k is produced at that i6] transition
(col. 4, lines 33-40). For the foregoing reasons, the

exam ner's additional reliance on adaptation block 9, which
tailors the stored paraneter values to a different speaker or
to the sane speaker at a different tinme (col. 1, lines 55-68;
col. 7, lines 12-45), is unnecessary.

The exam ner next relies on Kuroda's training and
adaptation blocks 8 and 9 in conbination with Baker to satisfy
claim1's requirenent for "function generating neans . . . for
generating an approxi mate continuous probability density
function." Specifically, the exam ner states that such a
means i s

suggested by Kuroda's training [block] 8 and

adaptation [block] 9, fig. 1[,] for calculating new

paranmeters by conputing a wei ghted sum of the

probabilistic frequencies and Baker's figure 2[,]
which is a schematic representation of how phonetic

-17-
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frame nodels can be derived from sanpl es of speech

It is noted that Kuroda does not explicitly

teach the use of "probability density.” However, it

woul d have been obvious to one of ordinary skill in

the art to use probability density functions with

t he Hi dden Markov nodel s of Kuroda because Baker

teaches that it is well known in the art to devel op

probability density functions fromthe analysis

paranmeters used in Markov nodels (figure 2). [Paper

No. 31, at 7.]
W do not agree. As already noted, the paraneter val ues
generated by Kuroda's training and adaptation bl ocks 8 and 9
and stored in paraneter table 11 represent discrete
probability values rather than a continuous probability
function. Turning now to Baker, Figure 2 shows each frame 62
of a spoken sequence 60 having twel ve spectral paraneters 64,
whose energy levels are depicted in bar graph 65 (col. 12,
lines 29-42).4 After the franes are grouped by the operator
into segnents 66A-E representing different speech sounds (col.

13, lines 3-19), all of the franes of a segnent are conbi ned

to forma phonetic franme nodel 70 having a different

4 The actual enbodinent tested by the inventor,
twenty-four spectral parameters were used (col. 12, lines 42-
45) .

-18-
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"di mensi on" corresponding to each of the twelve paraneters 64
(col. 13, lines 20-27). Each dinension is assuned to have the
general form shown in Figure 3A, which is a Laplacian
probability distribution definable by only two variables, nu
and signma (col. 13, lines 27-35). Baker explains that this
sinplifies the conputation and storage required to represent
each dinension (col. 13, lines 35-38). As appellants
correctly note (Brief at 32), Baker's Laplacian phonetic frane
nodel s are not devel oped fromthe analysis paraneters used in
Mar kov nodel s, as suggested by the examner. |In fact, the
Lapl aci an phonetic franme nodels shown in Figures 2, 3A, and 3B

are devel oped wi thout using any HW anal ysis. Instead, each

Lapl aci an phonetic franme nodel sinply represents the features
of an incom ng segnent of speech and thus is nore akin to the
feature information extracted by Kuroda's feature extraction
bl ock 4 than to the HW paraneters stored in Kuroda's
paranmeter table 11. W note in passing that although Baker

di scl oses using the Lapl aci an phonetic frame nodels in a

"snmooth franme | abeling” technique that enploys HWs (Figs. 6-

-19-
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11; col. 15, line 50 to col. 20, line 31), the exam ner has
not alleged, let alone denonstrated, that any HVW probability
di stribution is represented as a Lapl aci an functi on.

For the foregoing reasons, the 8 103 rejection of clains
1 and 3-5 based on Kuroda in view of Baker. The § 103

rejection of

-20-
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clainse 2 is reversed because the deficiencies of these two

references are not cured by Wbster.

REVERSED
JAMES D. THOWAS )
Adm ni strative Patent Judge )
)
|
JOHN C. MARTI N ) BOARD OF PATENT
Adm ni strative Patent Judge ) APPEALS AND
) | NTERFERENCES
)
)
ANl TA PELLMAN GROSS )

Adm ni strative Patent Judge )

-21-



Appeal No. 1996-2198
Application 08/ 077,506

Sughrue, Mon, Zinn, MacPeak & Seas
2100 Pennsyl vani a Avenue, N W
Washi ngton, DC  20037- 3202
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JCM cam
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