The opinion in support of the decision being entered today was not witten for
publication and is not binding precedent of the Board.
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DECI S| ON ON APPEAL

This is an appeal fromthe final rejection of clains 14
through 31. In an Amendnent After Final! (paper nunber 11),
claim 27 was anmended.

The di scl osed invention relates to a nethod and appar at us

1 According to the exaniner (paper number 12), the anendnent had the
ef fect of overconing the rejections under 35 U . S.C. § 112.

1



Appeal No. 1998-2718
Application No. 08/373,937

that uses a plurality of classifier networks that are neural

networks. Feature vectors are generated froma scanned
character image, and each of the neural networks in the
classifier network is configured to receive at |east two
feature vectors.

Claim14 is illustrative of the clained invention, and it
reads as foll ows:

14. Apparatus for recognizing an al phanuneric
character froman i nage of said character, said
apparatus conpri sing:

a first classifier network having a first input
term nal coupled to receive a first feature vector
of said character, a second input term nal coupled
to receive a second feature vector of said
character, and a plurality of output term nals;

a second classifier network having a first input
term nal coupled to receive said second feature
vector, a second input term nal coupled to receive a
third feature vector of said character, and a
plurality of output term nals;

athird classifier network having a plurality of
input termnals coupled to said pluralities of
output termnals of said first and second cl assifier
networks, and a plurality of output termnals
operable to carry a statistical value correspondi ng
to a predeterm ned classification of said i mage; and

wherein said third classifier network is
operable to carry out consecutive statistical
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operations on information received fromsaid first
and second cl assifier networks until said
statistical value is generated.

The references relied on by the exam ner are:

Fukum zu 5, 060, 278 Cct. 22,

1991

Li ncol n 5,155, 801 Cct. 13,

1992

Mat suba et al. (Matsuba) 5, 255, 347 Cct .
19,
1993

Clainms 14, 18, 19, 22 and 25 stand rejected under 35
U S C 8 102(b) as being anticipated by Fukum zu.

Clainms 15 through 17 and 26 through 29 stand rejected
under 35 U.S.C. 8§ 103(a) as being unpatentable over Fukum zu
in view of Matsuba.

Clains 20, 212, 30 and 31 stand rejected under 35 U S. C
8§ 103(a) as being unpatentable over Fukum zu in view of
Li ncol n.

Clainms 23 and 24 stand rejected under 35 U.S.C. § 103(a)

as bei ng unpat ent abl e over Fukum zu.

2The | ast par agr aph on page 7 of the answer makes clear that claim?21
shoul d be included under this rejection.
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Reference is made to the briefs and the answer for the
respective positions of the appellant and the exam ner.
CPI NI ON
We have carefully considered the entire record before us,
and we will reverse all of the rejections of record.
Turning first to the 35 U.S.C. 8 102(b) rejection of
clainms 14, 18, 19, 22 and 25, the exam ner is of the opinion

(answer,

page 5) that each of the neural networks (i.e., NET O through
NET 9) in Fukum zu (Figure 1) has “a first input term nal
coupled to receive a first feature vector of a character and a
second feature vector of a character (col. 3, lines 44-57 and
fig. 1, element 10).” Appellant argues (brief, page 10; reply
brief, page 4) that each of the neural networks NET O through

NET 9 in Fukumi zu is configured to receive “one and only one

feature vector at a tine.”
| nasnuch as Fukum zu clearly teaches (Abstract; colum 2,
line 39; colum 3, line 48; colum 9, line 61; colum 10, |line

33; colum 11, lines 7 and 54; colum 12, line 34; and col um
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13, lines 13 and 61) that each of the neural networks receives
one feature vector, we agree with appellant’s argunment. Once
that single feature vector is received at each of the neural
networks, multiple input units within each of the neural
networks are used to process the feature vector (answer, page
9). W likewi se agree with appellant’s argunent (reply brief,
page 4) that “it is clear that neither Figure 8 nor any other
section of Fukum zu di scloses a neural network that receives
mul tiple feature vectors in parallel.” For this reason, the
35 U.S.C. 8 102(b) rejection of clainms 14, 18, 19, 22 and 25

is reversed.

For the sanme reason, the 35 U. S.C. § 103(a) rejection of
clainms 23 and 24 based upon the teachings of Fukum zu is
reversed

Turning next to the 35 U.S.C. 8§ 103(a) rejection of
clains 15 through 17 and 26 through 29, appellant argues
(brief, page 13) that

Mat suba at nobst suggests providing nore of

Fukum zu’ s preprocessing bl ocks 13 to extract

addi tional feature vectors, and then providing nore

of Fukum zu’ s network groups NETO-NET9 to each
process one and only one of these additional feature
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vectors. Thus, it is clear that because Matsuba
does not supply the teaching m ssing from Fukum zu- -
namely processing nultiple feature data in parall el
with a single neural network--the conbination of
t hese references does not and cannot render claim 26
obvi ous.
We agree with appellant’s argunent. Accordingly, the 35
U S C
§ 103(a) rejection of independent claim 26 and dependent
clainms 15 through 17 and 27 through 29 is reversed.

Turning lastly to the 35 U S.C. § 103(a) rejection of
claims 20, 21, 30 and 31, appellant argues (brief, page 14)
that “the neural networks 11, 12, and 13 of Lincoln's Figure 1

are, |like Fukum zu' s neural networks, each coupled to

recei ve one and only one feature vector, and thus al so cannot

process a

respective pair of nmultiple feature vectors.” W agree. In
summary, the 35 U.S.C. 8 103(a) rejection of clains 20, 21, 30
and 31 is reversed.

DECI SI ON

The decision of the examner rejecting clains 14, 18, 19,
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22 and 25 under 35 U.S.C. §8 102(b) is reversed, and the
deci sion of the exam ner rejecting clainms 15 through 17, 20,

21, 23, 24 and 26 through 31 under 35 U S.C. 8§ 103(a) is

reversed
REVERSED
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